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Abstract—As one technique for autonomous driving, vehic-
ular networks can achieve high efficiency with vehicle-and-
infrastructure cooperation, bringing high safety and many value-
added services. To achieve higher communication efficiency,
much effort has been done to cope with the resource allocation
issues for vehicular networks. Nevertheless, due to the strong
nonconvexity and nonlinearity, the classical joint resource allo-
cation problem in vehicular networks is typically NP-hard. The
multiagent reinforcement learning (MARL) has emerged as a
promising solution to tackle this challenge but its stability and
scalability are not satisfactory when the amount of vehicles gets
increased. In this article, we mainly investigate the issue of
joint spectrum and power allocation in vehicular communica-
tion networks, and carefully consider the interactions between
the vehicles and environment by incorporating the coopera-
tive stochastic game theory with MARL, named complete-game
MARL (CG-MARL), to achieve a better convergence and stabil-
ity with the theoretical computational complexity O(nN) with n
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denoting the dimension of action space and N denoting the num-
ber of V2X Vehicular. Furthermore, the mean-field game (MFG)
theory is employed to further enhance the MARL for decreasing
the horrible computing resource consumption caused by the CG-
MARL to O(n2) while maintaining an approximate performance.
The simulation results demonstrate that the proposed mean-
field-aided MARL (MF-MARL) for vehicular network resource
allocation can achieve 95% near-optimal performance with much
lower complexity, which indicates its significant potentials in the
scenarios with massive and dense vehicles.

Index Terms—Joint resource allocation, mean-field game
(MFG) theory, multiagent reinforcement learning (MARL),
vehicular networks.

I. INTRODUCTION

VEHICLE-TO-EVERYTHING (V2X) communications
have attracted tremendous interests over the past few

years since the cooperation among vehicles and access points
can bring a series of advanced services, such as high traffic
safety and fuel efficiency, improved infrastructure utilization,
and autonomous driving [1], [2]. Nevertheless, the realization
of these services requires an ultrahighly reliable transmis-
sion of data among communication devices in the whole
V2X system [3]. To adequately utilize the communication
resources referred in the third partnership project (3GPP), such
as power [4], spectrum [5], time slots [6], beams [7], etc., the
resource allocation scheme needs to be designed in a careful
manner [8], [9].

Although those traditional methods, such as integer linear
(or nonlinear) programming [10], [11], [12], graph theoreti-
cal approach [13], greedy scheme [14], simulated annealing
method [15], [16], etc., from the classic operations research
(OR) field have tried to solve the resource allocation problems
from different perspectives, the drawbacks of these approaches
are also obvious. For instance, since the objective functions
of these V2X models are either nonconvex or NP-hard, the
algorithms for obtaining the solution need to be iteratively
designed, which makes the computational complexity very
high [11]. In addition, these conventional approaches rely
heavily on the V2X communication network model [12], and
the global channel state information (CSI) in the environment
is difficult to collect precisely [15], [17]. Hence, the imple-
mentations of these methods are constrained to a few V2X
scenarios. In those environments with complex requirements,
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the performances of these approaches are not as good as
expected.

Beyond those traditional approaches above, the machine
learning methods, especially the reinforcement learning (RL)
approaches, have provided a promising way toward addressing
these long-standing and troublesome optimization problems
due to their advanced capabilities in making decisions, espe-
cially over those dynamic scenarios under uncertainty [18].
That is why and when we are inspired by the RL approaches
and intend to use such techniques to revisit these “old but clas-
sic” resource allocation problems in V2X networks. RL has
demonstrated the superiority and potential in addressing the
NP-hard and nonconvex problems [19] and, hence, been natu-
rally deployed in the vehicular communication network [20].
Yet, to deploy the RL algorithm, the communication network
needs to be established as a centralized system with the
global information [21], which might not be feasible in real-
ity anyway [22]. Accordingly, for coping with the physical
conditions where the agents can only observe and collect the
local information, the idea of utilizing the distributed RL,
i.e., multiagent RL (MARL), has been proposed. For instance,
Liang et al. [23] treated each V2V link as an agent and mod-
eled a multiagent communication system in a distributed man-
ner. Afterward, for maximizing the vehicle-to-infrastructure
(V2I) sum-rate while still meeting the probability requirement,
Vu et al. employed the double deep Q-learning method to
deal with the assignment of both spectrum and power [24].
Nevertheless, due to the lack of consideration in the strategical
interactions among vehicle or link agents in the environment,
the learning quality and stability of the MARL system is lim-
ited, especially when the number of agents goes up. In this
work, by taking into consideration that the interactions among
these agents in the networks and the strategies of agents can be
affected by each other [25], [26], we first integrate the stochas-
tic game theory into the MARL system and rebuild it as a game
process with complete information, namely, complete-game
MARL (CG-MARL), to investigate how the MARL with game
formulation will perform in the issue of joint V2X resource
allocation. Besides, since the interactions among agents in
N-player game become exponentially complicated with the
increased agents [27], the mean-field game (MFG) theory is
then introduced to MARL to reduce the complexity of the
interactions as well as the computation while still maintaining
the approximate performance to CG-MARL, which indicates
its huge potentials in the scenarios with massive and dense
vehicles.

The main contributions of this work are summarized as
follows.

1) A specifically designed V2X resource allocation scheme
in assigning joint spectrum and power is established as
an MARL formulation and three different MARL proto-
cols (two enhanced MARL method compared with one
classic MARL) are designed to solve the optimization
issue of system capacity over the V2X communication
network.

2) To enhance the classic MARL, we reconsider the
interaction mechanism among agents and combine the
cooperative stochastic game theory with MARL to

Fig. 1. Schematic of V2X communication networks.

improve the cooperation in the whole system. Herein,
the complete information is shared in this N-player game
and the Nash Q-learning [26] is introduced to update
the strategies of agents based on assuming the Nash
Equilibrium (NE) behaviors over the current Q-values,
which has been mathematically proven to converge
under certain restrictions.

3) In consideration of the exponential increment of the
computing resource consumption in terms of the amount
of agents in an N-player stochastic game, which makes
the large-scale implementation of the vehicular network
nearly impossible, we propose an enhanced MARL
protocol, i.e., mean-field-aided MARL (MF-MARL)
approach, to reduce the horrible computational com-
plexity of CG-MARL from O(nN) to O(n2) while
still maintaining a relatively high approximation on the
general performance of the system capacity.

We structure the remainder of this article as follows. In
Section II, an evaluation scheme for measuring V2X commu-
nication capacity is proposed and the V2V network system
is established as a multiagent system with the RL approach.
In Section III, we integrate the stochastic game theory into
the above original MARL method and afterward keep upgrad-
ing it with the MFG theory. Moreover, the comparison of
three different MARL algorithms is analyzed. In Section IV,
the simulation experiments with all MARL algorithms men-
tioned above are deployed and the corresponding results are
discussed. Finally, conclusion remarks are summarized in
Section V.

II. SYSTEM MODEL FOR MARL V2X NETWORKS

In this section, we consider a V2X communication network
model consisting of V2I and V2V links, and then incorporate
it into the MARL framework where the joint spectrum and
power allocation task is performed. The summary of notation
of the whole article is represented in Table II.

A. Capacity Evaluation of the Networks

As illustrated in Fig. 1, we suppose there exists a single-cell
V2X communication network with K V2I and N V2V links,
where V2I links denote the links between K vehicles and the
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TABLE I
KEY NOTATIONS

base station (BS), while V2V links are employed to support
the communications between two individual vehicles.

Both V2I links and V2V links share the same orthogonal
spectrum with K sub-bands for the sake of spectral effi-
ciency. In addition, we assume the sub-bands of V2I links are
preassigned and there is no interference between V2I links.
According to the definition of the signal-to-interference-plus-
noise ratios (SINRs) [23], for the kth spectrum, the SINR
indices of the kth V2I link and the ith V2V link can be
described as

γ c
k [k] = φc

k ĝk,B[k]
∑

i 1(ai = k)φd
i [k]gi,B[k] + σ 2

(1)

and

γ d
i [k] = φd

i [k]gi[k]

Pi[k] + σ 2
(2)

where the indicator function 1(ai = k) means the ith V2V
link selects the kth spectrum for the payload transmission.
In particular, the access for all V2V links is supposed to
be less than one band, i.e.,

∑
k 1(ai = k) ≤ 1, for all

i = 1, 2, . . . , N. φc
k and φd

i [k] correspondingly represent
the transmit powers of the kth V2I link and the ith V2V
link over the kth spectrum, and σ 2 is the noise power. The
interfering channel power gain between the kth V2I transmit-
ter and the BS over the kth spectrum ĝk,B[k] is defined as
ĝk,B[k] = αk,Bĥk,B[k], where αk,B describes the large-scale
fading effect and ĥk,B[k] denotes the fast-fading depending

on the frequency of the spectrum. gi,B[k] and gi[k] are the
channel gain between the ith V2I transmitter and the BS and
the channel gain of the ith V2V link over the kth band, respec-
tively, and similarly defined with ĝk,B[k]. The interference
power of the ith V2V link over the kth spectrum Pi[k] is
presented as Pi[k] = φc

k ĝk,i[k] + ∑
j �=i 1(aj = k)φd

j [k]gj,i[k],
where ĝk,i[k] and gj,i[k] denote the interfering channel power
gain between the kth V2I transmitter and the ith V2V receiver
and the interfering channel power gain between the jth V2V
transmitter and the ith V2V receiver over the kth spectrum,
respectively.

We furthermore describe the capacity of the kth V2I link
over the kth spectrum as Cc

k[k] = W log(1 + γ c
k [k]) and, sim-

ilarly, the capacity of the ith V2V link can be presented as
Cd

i [k] = W log(1 + γ d
i [k]), where W denotes the bandwidth

of each spectrum. Both sum capacities of the V2I and V2V
links are utilized to evaluate the efficiency of the multiagent
communication network η, i.e.,

η = ωc

∑

k

Cc
k[k] + ωd

∑

i

Cd
i [k] (3)

where ωc and ωd are two hyperparameters to equilibrate the
total capacities of V2I and V2I links in the network.

Subsequently, in consideration of the requirement for the
instant message delivery, the average V2V transmission rate
for the message delivery among the communication network
was established to measure the whole performance of the
multiagent system given by

R̄ = 1

N

∑

i

Bi

Ti
(4)

where Ti is the time spent by V2V agent i for transmitting
the message payload and Bi represents the size of the payload
that agent i needs to deliver.

B. MARL for Joint Spectrum and Power Allocation

For obtaining the maximum total capacities of the com-
munication networks mentioned above, we first establish the
scenario of joint spectrum and power allocation as an MARL
system with the Markov decision process (MDP), which is
depicted as Fig. 2, in which each V2V link is treated as an
individual agent with its own decision-making policy. Through
continually interacting with the V2X environment, each agent
will receive a series of rewards from the environment based
on the actions that they take, which represent the qualities
of their policies. Meanwhile, the environment evolves with
the actions from the agents. Since the other agents are also
observed as a portion of the environment, each agent needs
to ceaselessly update and optimize their strategies against the
environment according to the so-called reward-oriented expe-
riences. Considering each V2V agent may perform to compete
against other agents for higher capacity in the multiagent
system, we set up the same reward in this MARL scenario
to encourage cooperative behaviors.

1) Environment State: As mentioned above, the evolution
of the communication environment is established as a dis-
crete MDP, where each agent i, representing each V2V link,
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Fig. 2. MDP in RL for the V2X network.

collectively explores and interacts with the unknown V2X
communication environment. For handling the issue in which
joint spectrum and power need to be appropriately allocated,
we include all conditions of the spectrum occupied by V2I
and V2V links, all interference caused by all behaviors of
agents in the environment state st. At each time step t, each
V2V agent i needs to perform an observation onto the current
environment state st, and then selects an action ai

t from its
own action space Ai based on what it has observed. After all
agents executing so, the environment will immediately react
to all actions and hand out the rewards, which then leads the
environment to evolve from the current state st to the next
state st+1 with probability p(st+1|st, at).

2) Observation Space: In this decentralized multiagent
system, each agent can only observe the local conditions of the
whole environment. The observation of the environment for
agent i at the tth time step Oi

t is hence determined by the obser-
vation function O(st, i) = {Bt

i, Tt
i , {Pt

i[k]}K
k=1, {Xt

i [k]}K
k=1},

where Xi[k] = {gi[k], gi,i′ [k], gi,B[k], gk,i[k]}. Furthermore, to
efficiently help the agents explore the environment with a
relatively high exploration rate while maintaining the con-
vergence [28], we adopt the ε-greedy policy and update the
observation of the environment as

Zi
t = {O(st, i), ε, t} (5)

where ε ∈ [0, 1) represents the probability of choosing a joint
action randomly.

3) Action Space: Action space stipulates the boundary of a
series of actions that the agent or player can execute to inter-
act with the environment [29]. In the vehicular networks, we
consider the specific spectrum and power as the action space
for each individual agent. In most existing literature of spec-
trum selection and power control, each V2V link preoccupies
one disjoint spectrum and takes continuous value. However, to

Fig. 3. Action space, where each agent selects a specific transmit power and
spectrum at each specific environment state st .

satisfy the practical circuit restriction and facilitate the learn-
ing phase, we stipulate the power selection to four options,
i.e., [23, 10, 5,−100] dBm similar to the previous works and
standards [23]. Notably, the V2V link with no power transmit-
ted is set as −100 dBm. Consequently, as illustrated in Fig. 3,
each joint action consists of the spectrum and power and the
dimension of the action space is 4 × K. Herein, the one-hot
coding technique [30] is employed to encode the spectrum-
power pair for controlling the decision making of each agent
using the deep neural network.

4) Design of the Reward: In consideration that all V2I links
have already orthogonally preassigned over the specific sub-
bands, and the optimization objective of the proposed MARL
is the average V2V transmission rate, we, hence, design the
total reward rt+1 of the whole multiagent system at time step
t as follows:

rt+1 =
∑

i

κ i
t (6)

where κ i
t represents the transmission success rate metric for

each agent i at time step t,

κ i
t =

{∑
k 1(ai = k)Cd

i [k, t], if Bi ≥ 0
c, otherwise

(7)

where c is a constant. Before the total payload is delivered,
κ i

t is set as the effective V2V transmission rate and after the
delivery, we employ the constant c as the reward, which is
larger than the maximum possible V2V transmission rate and,
hence, utilized to encourage the MARL to transmit all the
payloads.

III. MEAN-FIELD MARL FOR V2X NETWORKS

Considering there are multiple agents in the whole V2X
communication network, we integrate the stochastic game
theory into original MARL and investigate the interaction
pattern of this multiagent system. In this section, we first
design a multiagent system where the knowledge about other
V2V agents is available to all agents, i.e., the stochastic
game with complete information, regardless of the expo-
nential expansion of the computational complexity caused
by the intricate interaction. Then, the MFG theory is intro-
duced to greatly reduce the computational complexity while

Authorized licensed use limited to: Tsinghua University. Downloaded on April 07,2023 at 02:51:50 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: MEAN-FIELD-AIDED MULTIAGENT REINFORCEMENT LEARNING FOR RESOURCE ALLOCATION 2671

Fig. 4. Schematic illustration and comparison of MARL, CG-MARL, and MF-MARL approaches for V2X resource allocation.

still maintaining a comparable performance. Specifically, the
illustrative comparison among the three MARL mechanisms
for V2X resource allocation is provided in Fig. 4.

A. CG-MARL

To further investigate the interactions among the agents, we
define an N-player stochastic game to describe the dynamic
game process [25], [26], [31], [32], which can improve the
performance of the multiagent system compared with the
MARL one.

1) N-Player V2V-Based Stochastic Games: Suppose there
are N homogeneous players, i.e., N V2V agents with same
action space, in the game, then the V2V-based stochastic game
of this communication network 
 can be defined as a tuple

 = (S, {Ai}N

i=1, {ri}N
i=1, p, β), where S and Ai represent

the state space of the game, i.e., the V2X environment, and
the action space of V2V agent i, respectively. The reward
function for player i in the V2X network is denoted as ri.
Given the current environment state st ∈ S , the agent i
obtains the observation zi

t ∈ Zi
t and takes an action ai

t and
correspondingly obtains a reward ri

t from the environment.
With all players doing so, the environment state st will be
updated to the next state st+1 with the transition probability
p : S × A1 × · · · × AN → P(S), in which P(S) denotes the
set of probability distribution over state space S . β ∈ [0, 1)

is a discount parameter in terms of the reward across time.
In addition, as discussed in Section II, considering all agents
need to cooperate together to maximize the whole capacity of
the same communication network, the reward for each agent
is designed as the same, i.e., rt = r1

t = · · · = rN
t .

In gaming, each V2V agent selects the action following its
own strategy π i : S → P(Ai). Since the information in
this network is complete, the strategies of other agents can
be involved as one of the decision-making references. We use

π = (π1, . . . , πN) to denote the joint strategy of all agents.
Then, given the specific initial state z0 = z and the joint strat-
egy of all agents, the value function for each agent i can be
expressed to address the following problem:

max
π i

vi(z;π) = Eπ ,p

[ ∞∑

t=0

β tri
t | z0 = z,π

]

s.t. st+1 ∼ p(st+1 | st, at), ai
t ∼ π i

t (st). (8)

2) Equilibrium Strategies: An NE in the communication
network can be treated as a joint strategy where each V2V
agent does not expect to change its own strategy and prefers
to utilize the current one as the best response (BR) against the
others. In this V2V-based game, the NE point can be defined
as a tuple of N strategies (π1∗ , . . . , πN∗ ) for all state z ∈ Z and
all agents i ∈ N [25] such that for all π i

vi(z;π i∗,π−i∗
) ≥ vi(z;π i,π−i∗

)
(9)

where π−i∗ = (π1∗ , . . . , π i−1∗ , π i+1∗ , . . . πN∗ ) denotes the strate-
gies of all V2V agents except for agent i.

3) Nash Cooperative Q-learning: Compared with indepen-
dent Q-learning, where agents do not communicate with each
other, we allow the agents to share information to promote the
cooperative behaviors [33]. At each time t, the action selected
by agent i is based on its observation of the current observa-
tion zt. Afterward, the agent observes the reward shared by all
agents and actions taken by all other agents, as well as the next
state s′ and observation z′. Then, each agent will immediately
calculate the NE π(z′) for updating its Q-value as follows:

Qi
t+1(zt, a) = (1 − α)Qi

t(zt, a) + α
[
ri

t + βNNashvi
t

(
z′

t

)]
(10)

where NNash is an NE operator NNash = ∏N
i=1 π i

t (z
′).

Note that the Q-values of other agents are the critical param-
eters for each agent to obtain the NE point π(z′). However,
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Algorithm 1 V2X Joint Spectrum and Power Allocation With
CG-MARL
Initialize: Environment, all agents’ Q-networks

1: for episode epi = 1, 2, . . . , E do
2: Set greedy parameter ε

3: Update agents’ positions and channel fadings
4: for time step t = 1, 2, . . . , T do
5: Calculate the distances toward all other agents
6: for agent i = 1, 2, . . . , N do
7: Choose action ai

t according to Q-value
Qi

t(z
i
t, ai

t)

8: Collect all agents’ observations zt and actions
a−i = [a1, . . . , ai−1, ai+1, . . . , aN]

9: Update Q-values Qi
t+1(z, a) = (1−α)Qi

t(z, a)+
α
[
rt + βNNashvi

t

(
z′)]

10: end for
11: All agents take actions simultaneously and act to

the environment
12: Environment hand outs rewards rt+1 to all agents
13: Update environment
14: for agent i = 1, 2, . . . , N do
15: Observe the environment zt

16: Store {zt, ai
t, a−i

t , rt+1, zt+1} in the experience
replay memory Ei

17: end for
18: end for
19: Update Q-network using Deep Q-Network (DQN)

method
20: end for

since this part is not shared in the game, each agent needs
to speculate it by itself with the iteration of the game. The
Q-function of agent j can be conjectured by agent i using the
asynchronous updating rule [26], and vector formulation of
this process can be expressed as

Qt+1(z, a) = (1 − α)Qt(z, a) + α
[
rt + βNNashQt

(
z′)] (11)

where Q(z, a) = [Q1(z, a), . . . , QN(z, a)], and r =
[r1, . . . , rN]. With the iterative procedure offered above, we
are able to compute the convergent Nash strategy in this V2X
network using Nash Q-learning. The CG-MARL algorithm is
presented as Algorithm 1.

However, this CG-MARL algorithm proposed above will be
extremely complicated to implement due to the computational
complexity. As the number of V2V agents increases, we must
deal with the exponential expansion of the dimension of joint
action a.

B. MF-MARL

In consideration of the ability of the MFG in presenting
the mass behaviors of the multiagent system as a mean-field
formulation [34], we then utilize the MFG theory to decline
the computational complexity in the CG-MARL, where the
dimension of joint action a grows exponentially with respect
to the number of agents N.

1) Mean-Field Formulation: In the MFG theory, the
interaction between individual agent and the mass of the
whole group of a continuum of players are represented
as the Hamilton–Jacobi–Bellman (HJB) and Fokker–Planck–
Kolmogorov (FPK) equations, respectively [35]. Since the
state space over the environment at time t is described as
st = {{Pt[k]}k∈K, {Xt[k]}k∈K} according to the V2X network
model established above, we then utilize the FPK equation
to model the evolution of the state distribution in a discrete
horizon as

μt+1
(
s′) =

∑

s∈S

∑

a∈A
p
(
s′|a, s, m(a)

)
π(a|s)μt(s) (12)

where μt is the state distribution at time t and p(·) means the
transition probability of the state. Here, s and s′ denote the
current and next states, respectively.

Correspondingly, the action distribution of the multiagent
system will get changed due to the update of state distribution,
which can be defined as

mt(a) =
∑

s∈S
π(a|s)μt(s) (13)

where mt(a) denotes the mean field of action a.
On the other hand, the HJB equation can be used to empha-

size the value function [36]. For the CG-MARL mentioned
above, the value function of agent i in the HJB equation can
be reformulated as

vi(z) = max
π

Eπ

[∫ ∞

0
β trt

(
zi

t, ai
t, mt(a)

)
dt

]

(14)

where zi
t ∈ Zi

t = {O(st, i), ε, t} denotes the observation of
agent i, r(·) denotes the reward function, i.e., payoff function,
for player i in this dynamic game. Let the discount factor β

be e−λ, λ > 0, representing the erosion of the reward over
time.

Meanwhile, based on the Bellman optimality theorem,
where the optimal strategy for agent i should be constituted
by its series of future optimal actions, the optimal action at
any time can be obtained from

λvi(z) + Lvi(z) = 0 (15)

where Lvi(z) represents the Hamiltonian operator associated
with the dynamics.

To integrate the MFG theory into the Nash Q-learning in
CG-MARL with a discrete-time setup [37], we deploy a finite
N-player discrete-time MFG model with a finite amount of
agent actions and environment states. Then, the value function
for V2V agent i in the HJB equation can be reconsidered as

vi
t(z) = max

π
Eπ

[ ∞∑

t=0

β tr
(
zt, ai

t, mt(a)
)
]

. (16)

Furthermore, combined with (8) and (16), (14) can be
updated as the Bellman equation

vi(z;π) = Eπ,p
[
r
(
z, ai, m(a)

) + βvi(z′;π
)]

. (17)
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Algorithm 2 V2X Joint Spectrum and Power Allocation With
MF-MARL
Initialize: Environment, all agents’ Q-networks

1: for episode epi = 1, 2, . . . , E do
2: Set greedy parameter ε

3: Update agents’ positions and channel fadings
4: for time step t = 1, 2, . . . , T do
5: Calculate the distances toward all other agents
6: for agent i = 1, 2, . . . , N do
7: Choose action ai

t according to Q-value
8: Observe the environment Zi

t
9: Update the mean-field Q-value function

Q(zt, ai
t, mt(a)) using the HJB equation

10: Update the strategy π i
t using softmax strategy

11: end for
12: Update mean field of state distribution and action

distribution using the FPK equation
13: All agents take actions simultaneously and act to

the environment
14: Environment hand outs rewards rt+1 to all agents
15: Update environment
16: for agent i = 1, 2, . . . , N do
17: Observe the environment zi

t+1
18: Store {zi

t, ai
t, āi

t, rt+1, zi
t+1} in the experience

replay memory Ei

19: end for
20: end for
21: for agent i = 1, 2, . . . , N do
22: Update Q-network using DQN method
23: end for
24: end for

Hereto, the mean-field formulation can be integrally
expressed as follows:

⎧
⎪⎪⎨

⎪⎪⎩

v(z;π) = Eπ ,p
[
r(z, a, m(a)) + βv

(
z′;π

)]

λv(z) + Lv(z) = 0
μt+1(s) = ∑

s
∑

a p
(
s′|s, a, m

)
π(a|s)μt(s)

mt(a) = ∑
s π(a|s)μt(s)

(18)

where zi
t ∈ Zi

t = {O(st, i), ε, t}.
2) MFG to MF-MARL Formulation: Considering the NE of

the game or the optimal actions for agents cannot be acquired
by the value function v(·), we further utilize the state–action-
value function, i.e., the Q-value function, to help each V2V
agent effectively obtain its optimal strategy

Qi(z, a) = max
ai∈Ai

E

[
∑

t

β trt
(
zt, ai

t, mt
) | (z0, a0) = (z, a)

]

.

(19)

The Q-function is then factorized in consideration of
the pairwise local interactions [38], i.e., Qi(z, a) =
1/Ni ∑

j Qj(z, ai, aj), where j ∈ N (i), a = [a1, . . . , aN], and
N (i) is the index set of the neighboring agents of agent
i with size Ni = |N (i)|. With Taylor’s theorem, the pair-
wise Q-function Qj(z, ai, aj) can be furthermore expended

and expressed as 1/Ni ∑
j Qj(z, ai, aj)

Taylor−→ Qj(z, ai, m(a)),

TABLE II
COMPUTATIONAL COMPLEXITY

where ai = [ai
1, . . . , ai

D] can be interpreted as the empirical
distribution of the actions taken by agent i’s neighbors and the
mean field of action mi(t, a) can be treated as āi = 1/Ni ∑

j aj

as a specific condition based on the interactions of neighbor-
hood N (i) of agent i. The interaction is thus simplified and
expressed by the mean-field Q-function below.

3) Mean-Field Q-Update: With the MF-MARL formula-
tion, the mean-field value function with respect to Q-value for
agent i at time t can be obtained as

vi
t+1

(
z′) =

∑

ai

π i
t+1

(
ai | z′, m

)
E

[
Qi

t+1

(
z′, ai, m

)]
(20)

where the mean-field Q-function can be updated in an MDP
manner as

Qi
t+1

(
z, ai, m

) = (1 − α)Qi
t

(
z, ai, m

) + α
[
ri

t + βvi
t

(
z′)] (21)

and the softmax strategy is employed as

π i
ϕ

(
ai | z′, m(a)

) = exp
(
ϕQi

(
s, ai, m(a)

))

∑
aj

exp
(
ϕQi

(
z, aj, m(a)

)) (22)

where ϕ is a hyperparameter that controls the Softmax oper-
ator [27]. Then, this MF-MARL problem is to figure out the
BR π i

t for agent i at time t, which can be acquired through
the mean-field Q-function Qi

t(s, ai, m(a)). The procedure of
MF-MARL method is displayed in Algorithm 2.

C. Complexity Analysis

As the dimension of the joint action a is affected propor-
tionally by the number of the V2V agents, the computational
complexity must be considered for deploying the V2X com-
munication networks more efficiently. In this part, we list the
dimension of the action space via taking the example of an
individual V2V agent, and analyze and compare the compu-
tational complexities for three different MARL algorithms in
Table II.

1) MARL: The Q-value for each V2V agent in the MARL
algorithm includes the state and its own action, i.e., the action
for choosing both sub-band and power to transmit the message.
Since the dimension of the action and the action space for each
V2V agent are two and A, the computational complexity can
be presented as O(n), where n denotes the dimension of the
action space.

2) CG-MARL: For CG-MARL, each V2V agent not only
needs to focus on its own action but also pays attention to
the actions of all other agents, which results in the exponen-
tial expansion of the dimension of the joint action. In such
a scenario, the action space for each agent becomes AN . We
would say the computational complexity increases to O(nN)

from O(n), where N means the number of the V2V agents.
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Fig. 5. DQN with experience replay.

3) MF-MARL: In MF-MARL, all actions except for each
V2V individual are mathematically generalized as a so-called
mean action according to the mean-field theory, Thus, in addi-
tion to its own action, each agent only needs to observe this
mean action that summarizes all action information of the oth-
ers, where the action space for each V2V agent is immediately
reduced to A2. Meanwhile, the complexity of computation
decreases correspondingly to O(n2).

D. Deep Q-Network

In the learning phase, considering the high dimension of
the observation for the agents, we utilize the DQN method
to train the agents’ neural networks [19], [39], for effectively
supporting the learning process of each agent and obtaining
excellent performance in selecting the spectrum and transmit
power.

To avoid the waste of training data and break the data cor-
relation in successive training iterations, the deep Q-network
method with experience replay is deployed to improve the
learning efficiency as well as stabilizing the learning process.
The structure of DQN with experience replay is presented in
Fig. 5.

At each time step t, the transition experience data
(zi

t, ai
t, xi

t, ri
t+1, zi

t+1) is collected by agent i into its memory
pool, where xi

t represents the corresponding action type in
CG-MARL and MF-MARL, respectively. Afterward, with a
dedicated DQN as the decision-making brain, each V2V agent
uniformly samples a minibatch of experiences e from the
memory pool at each episode, to update its Q-network weights
using the stochastic gradient-descent method. Then, the train-
ing of the Q-network can be described as an optimization
problem

Ee∼E
[

rt+1 + β max
at+1

Q
(
zt+1, at+1, xt+1; θ ′) − Q(zt, at, xt; θ)

]2

(23)

where the sum-squared error needs to be minimized. θ ′ and θ

are the parameter sets of the target Q-network and evaluation
Q-network, respectively.

IV. EXPERIMENTS AND RESULTS

In the experiment part, we design a V2X communication
scenario according to 3GPP Release 15, where the settings

TABLE III
SIMULATION SETTINGS [2], [40]

are presented as Table III to evaluate the performance of the
whole multiagent communication system with the series of
implanted MARL approaches. Specifically, the mobility model
in this work is based on the Manhattan case defined in Annex
A of 3GPP TR 36.885 [2]. To ensure the consistency of exper-
iments, the same amount of V2V agents, from 8 to 32, are
deployed in all MARL simulation scenarios.

A. Training Phase

The unicast scheme is implemented in the experimental
simulation where the V2V agent of each vehicle chooses the
nearest neighbor to transmit the message. When the neighbor
is chosen, the V2V agent selects a specific sub-band and power
to transmit. We deployed different amount of vehicles (from
8 to 32), respectively, to investigate how the V2V agents will
perform in such unicast scenarios. To observe the performance
of the proposed MF-MARL proposed above, we set up MARL,
CG-MARL as the experimental comparisons, respectively.

As shown in Fig. 6, the performance of MARL is not
as excellent as CG-MARL and MF-MARL due to the lim-
ited observation information of other agents existing in the
same scenario in support of the next action for each agent.
Meanwhile, CG-MARL and MF-MARL performed much bet-
ter than MARL as the Q-value inside for action selecting has
action parameters to operate. With both updated MARL algo-
rithms, each V2V agent has a complete view of the action of
others, in particular, the agent in the CG-MARL protocol is
able to observe each action selected by all individuals while the
agent in MF-MARL can only observe the general information,
i.e., mean-field of action, of the whole multiagent system.

In Fig. 6, the training performances of MF-MARL and
CG-MARL are almost the same for four scenarios in the
convergence phase (after 2500 episodes). As the amounts of
agents are relatively small, like eight agents in Fig. 6(a), CG-
MARL performs better since the agents only need to spend
little time on finding the behavioral coordination. However, the
coordination strategy for the agent group in the CG-MARL
protocol becomes more complex due to the exponentially
increasing observation with the number of agents, and more
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Fig. 6. Training performances of agents. (a) 8 Agents. (b) 16 Agents. (c) 24 Agents. (d) 32 Agents.

time is required for agents to form their strategies. Therefore,
MF-MARL is able to perform better in the first beginning
during the training phase since it costs much lower comput-
ing resources and the cooperative mode can be found much
quicker in contrast to the CG-MARL, shown in Fig. 6(b)–(d).
In addition, the classical MARL (the blue line in Fig. 6)
can also be treated as a critical baseline compared with the
CG-MARL and MF-MARL methods.

To further investigate the performance of MF-MARL,
we take 200 episodes as an observation batch and obtain
the approximation gap between CG-MARL and MF-MARL
using the mean of the absolute value of both accumulated
rewards

δi = 1

Ui

Ui∑

u=1

|Gu
MF-MARL − Gu

CG-MARL| (24)

where GMF-MARL and GCG-MARL denote the accumulated
rewards of the multiagent system with CG-MARL and MF-
MARL, respectively, and i and U are the number and size
of the observation batch, respectively. In Fig. 7, before 500
episodes, the agent groups in both CG-MARL and MF-
MARL protocols start exploring. Since the way that they

Fig. 7. Reward gap between CG-MARL and MF-MARL.

find the optimal strategies are quite distinguishable, the dif-
ferences of the performances for both modes come out. Yet,
the performance gap between CG-MARL and MF-MARL
gradually becomes smaller and smaller as training proceeds,
and after 500 episodes, the MF-MARL approximates more
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Fig. 8. Payload delivery for each MF-MARL agent in the test phase.

to the CG-MARL while still maintaining a much lower
computational complexity.

B. Testing Phase

To test the real performance of the MF-MARL, we have
built a testing environment to observe how the agents will act
after training. The first evaluation index that we take is the
payload transmission. Fig. 8 presents that the payload in MF-
MARL unicast scenario can be transmitted efficiently by all
V2V agents (around 20 ms for each). Note that the transmis-
sion rates for agents in communication implementation with a
relatively smaller amount of agents, the one with eight agents,
are slightly unstable and there exists one V2V agent spend-
ing around 40 ms to finish the message delivery. While with
the increment of agents, the whole multiagent communication
system gradually performs better and agents inside seem to
update their strategies appropriately to cooperate with each
other due to the mean-field approximation.

Meanwhile, we dig deeper to investigate how much time
each V2V agent exactly needs to transmit the message in
MF-MARL scenario. Therefore, the transmission time of each
agent is studied. The definition of transmission time Ti is given
as the time consumed to transmit the payload of 2120 bytes
(2 × 1060 bytes), namely

Ti = Bi

R̄i
(25)

Fig. 9. Average transmission rates for MARL, CG-MARL, and MF-MARL
in the test phase.

where Bi denotes the payload of V2V agent i and R̄i is the
average transmission rate for agent i before the transmission
finishing. The results of transmission time for all agents cor-
responding to three different MARL protocols and random
mechanism are visualized in Fig. 9. The real line in the fig-
ure denotes the average transmission time over all agents,
while the light-color area is the distribution of all agents.
Due to the instability of the independent MARL, where each
agent in the system is not able to consider the information
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Fig. 10. Average spectrum efficiencies for MARL, CG-MARL, and MF-
MARL in the test phase.

and strategies from others, there may exist some randomness
for this kind of MARL approach, which can be observed
from the light blue region. Therefore, we concentrate more
on the average tendency of transmission rate for this base-
line method drawn in the blue line. However, the transmission
time spent by agents in CG-MARL and MF-MARL is still
much lower than the one in baseline MARL even with such a
condition. With the increment of the number of agents, the per-
formances of CG-MARL and MF-MARL become closer due
to the approximation of the MFG. To be specific, the average
V2V rate of MF-MARL in transmitting the payload converges
to CG-MARL, in particular, while maintaining a much lower
computational complexity.

To investigate how the spectrum is leveraged in the
multiagent system, we measure the average spectrum effi-
ciency of this V2X environment τ̄ referenced in [41], given as

τ̄ = Rtotal

Btotal
=

∑
k∈[K]

∑N
i=1 1(ai = k)R̄iTi

WN
∑N

i=1 Ti
(26)

where Rtotal is total transmission rate, Btotal is total used band-
width, R̄i is the average transmission rate for agent i and
Ti is the time spent for transmitting the payload. W is the
bandwidth. In Fig. 10, the average spectrum efficiencies of
three MARL protocols are represented, respectively. Since the
agents in the MARL protocol is not able to find the optimal
cooperative strategies, which affects how they make use of
the spectrum, the average spectrum efficiency is not as good
as expected. While the agent groups in both CG-MARL and
MF-MARL have already learned behavioral coordination, the
spectrum can be utilized effectively by all agents in the V2X
environment even with the increment of the number of agents.

We have further analyzed the relationship between the aver-
age spectrum efficiency τ̄ and the velocity of the vehicle.
The efficiency is evaluated by setting four different velocities
from 36 to 144 km/h (or from 10 to 40 m/s) with 18 km/h
(or 5 m/s) as the velocity increment in the same scenario.
As presented in Fig. 11, for all algorithms, the average spec-
trum efficiency for the whole multiagent system decreases
with the increment of the velocity of the vehicle. However,

Fig. 11. Average spectrum efficiencies with different velocities.

the performance of each algorithm keeps the same, i.e., CG-
MARL > MF-MARL > MARL > Random approach. Since
the transmission rate is highly relevant to the fading and
path loss, which will be basically affected by the velocity of
the vehicle and the distance between vehicles, the faster the
vehicles are, the lower the spectrum efficiency is.

V. CONCLUSION

In this article, we have proposed an enhanced MARL,
named the MF-MARL approach, which fuses the MFG theory
to MARL in the vehicular network to implement the joint spec-
trum and power allocation with massive V2V links. According
to the experimental simulation, MF-MARL is able to achieve
about 95% performance of the CG-MARL while greatly reduc-
ing the computational complexity from O(nN) to O(n2). We
believe that the proposed method may overcome the con-
straints of the agent number in traditional MARL and makes it
possible to the deployment of massive agents in V2X commu-
nication networks. Furthermore, we also find that the excellent
performance of MF-MARL in the spectrum and power allo-
cation reveals the potential in allocating other communication
resources as well, and we are also willing to cope with such
problems in the short period of future to promote the practi-
cal value of our work, which is discussed in Section V of the
revised manuscript as well.
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[20] T. Şahin, R. Khalili, M. Boban, and A. Wolisz, “Reinforcement learning
scheduler for vehicle-to-vehicle communications outside coverage,” in
Proc. IEEE Veh. Netw. Conf., Taipei, Taiwan, 2018, pp. 1–8.

[21] Y. He, N. Zhao, and H. Yin, “Integrated networking, caching, and com-
puting for connected vehicles: A deep reinforcement learning approach,”
IEEE Trans. Veh. Technol., vol. 67, no. 1, pp. 44–55, Jan. 2018.

[22] L. Liang, S. Xie, G. Y. Li, Z. Ding, and X. Yu, “Graph-based resource
sharing in vehicular communication,” IEEE Trans. Wireless Commun.,
vol. 17, no. 7, pp. 4579–4592, Jul. 2018.

[23] L. Liang, H. Ye, and G. Y. Li, “Spectrum sharing in vehicular networks
based on multi-agent reinforcement learning,” IEEE J. Sel. Areas
Commun., vol. 37, no. 10, pp. 2282–2292, Oct. 2019.

[24] H. V. Vu, M. Farzanullah, Z. Liu, D. H. Nguyen, R. Morawski,
and T. Le-Ngoc, “Multi-agent reinforcement learning for joint chan-
nel assignment and power allocation in platoon-based C-V2X systems,”
2020, arXiv:2011.04555.

[25] A. M. Fink, “Equilibrium in a stochastic n-person game,” J. Sci.
Hiroshima Univ. Ser. AI, vol. 28, no. 1, pp. 89–93, Jan. 1964.

[26] J. Hu and M. P. Wellman, “Nash Q-learning for general-sum stochastic
games,” J. Mach. Learn. Res., vol. 4, pp. 1039–1069, Nov. 2003.

[27] X. Guo, A. Hu, R. Xu, and J. Zhang, “Learning mean-field games,”
Oct. 2019, arXiv:1901.09585.

[28] S. Omidshafiei, J. Pazis, C. Amato, J. P. How, and J. Vian, “Deep
decentralized multi-task multi-agent reinforcement learning under par-
tial observability,” in Proc. Int. Conf. Mach. Learn., Vienna, Austria,
Aug. 2017, pp. 2681–2690.

[29] A. Kanervisto, C. Scheller, and V. Hautamäki, “Action space shaping
in deep reinforcement learning,” in Proc. IEEE Conf. Games (CoG),
Osaka, Japan, Aug. 2020, pp. 479–486.

[30] S. Okada, M. Ohzeki, and S. Taguchi, “Efficient partition of integer
optimization problems with one-hot encoding,” Sci. Rep., vol. 9, no. 1,
pp. 1–12, 2019.

[31] F. Fu and U. C. Kozat, “Stochastic game for wireless network
Virtualization,” IEEE/ACM Trans. Netw., vol. 21, no. 1, pp. 84–97,
Feb. 2013.

[32] J. Zheng, Y. Cai, Y. Wu, and X. Shen, “Dynamic computation offload-
ing for mobile cloud computing: A stochastic game-theoretic approach,”
IEEE Trans. Mobile Comput., vol. 18, no. 4, pp. 771–786, Apr. 2019.

[33] J. K. Gupta, M. Egorov, and M. Kochenderfer, “Cooperative multi-agent
control using deep reinforcement learning,” in Proc. Int. Conf. Auton.
Agents Multiagent Syst., Sao Paulo, Brazil, May 2017, pp. 66–83.

[34] L. Li et al., “Delay optimization in multi-UAV edge caching networks:
A robust mean field game,” IEEE Trans. Veh. Technol., vol. 70, no. 1,
pp. 808–819, Jan. 2021.

[35] R. A. Banez, L. Li, C. Yang, and Z. Han, Mean Field Game and Its
Applications in Wireless Networks. Cham, Switzerland: Springer, 2021.

[36] T. Li et al., “A mean field game-theoretic cross-layer optimization for
multi-hop swarm UAV communications,” J. Commun. Netw., vol. 24,
no. 1, pp. 68–82, Feb. 2022.

[37] A. Angiuli, J.-P. Fouque, and M. Lauriere, “Reinforcement learning
for mean field games, with applications to economics,” Jun. 2021,
arXiv:2106.13755.

[38] Y. Yang, R. Luo, M. Li, M. Zhou, W. Zhang, and J. Wang, “Mean field
multi-agent reinforcement learning,” in Proc. Int. Conf. Mach. Learn.,
Jul. 2018, pp. 5567–5576.

[39] J. Fan, Z. Wang, Y. Xie, and Z. Yang, “A theoretical analysis of
deep Q-learning,” in Proc. 2nd Conf. Learn. Dyn. Control, vol. 120,
Aug. 2020, pp. 486–489.

[40] “WF on SLS evaluation assumptions for EV2X,” 3GPP,
Sophia Antipolis, France, 3GPP Rep. R1–165704, May 2016.

[41] X. Chen, X. Wu, S. Han, and Z. Xie, “Joint optimization of EE and SE
considering interference threshold in ultra-dense networks,” in Proc. Int.
Wireless Commun. Mobile Comput. Conf., Tangier, Morocco, Apr. 2019,
pp. 1305–1310.

Hengxi Zhang (Graduate Student Member, IEEE) is
currently pursuing the M.S. degree in data science
and information technology with Tsinghua–Berkeley
Shenzhen Institute, Tsinghua University, Shenzhen,
China.

His research interests include multiagent rein-
forcement learning, game theory, and multirobot
system.

Chengyue Lu (Member, IEEE) received the B.S.
degree from the School of Electrical and Information
Engineering, Hunan University of Technology,
Zhuzhou, China, in 2020.

He is currently a Research Assistant of Data
Science and Information Technology with Smart
Sensing and Robotics Group, Tsinghua University,
Shenzhen, China. His research interests include
machine learning, Vehicle to Everything, Internet of
Things, and robotics.

Huaze Tang (Graduate Student Member, IEEE)
received the B.S. degree (Hons.) from Chien-Shiung
Wu College, Southeast University, Nanjing, China,
in 2021. He is currently pursuing the M.S. degree in
data science and information technology with Smart
Sensing and Robotics Group, Tsinghua–Berkeley
Shenzhen Institute, Tsinghua Shenzhen International
Graduate School, Tsinghua University, Shenzhen,
China.

His research interests include reinforcement learn-
ing, Internet of Things, and robotics.

Authorized licensed use limited to: Tsinghua University. Downloaded on April 07,2023 at 02:51:50 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: MEAN-FIELD-AIDED MULTIAGENT REINFORCEMENT LEARNING FOR RESOURCE ALLOCATION 2679

Xiaoli Wei received the B.Sc. degree from the
University of Science and Technology of China,
Hefei, China, in 2014, the M.Sc. degree from
the Université Paris Dauphine, Paris, France, in
2015, and the Ph.D. degree in applied mathemat-
ics from the Université Paris Diderot, Paris, in
2018.

She is an Assistant Professor with Tsinghua–
Berkeley Shenzhen Institute, Tsinghua Shenzhen
International Graduate School, Tsinghua University,
Shenzhen, China. Prior to that, she was a

Postdoctoral Fellow with the Department of Industrial Engineering and
Operations Research, University of California at Berkeley, Berkeley, CA,
USA. Her research interests include stochastic controls, stochastic differential
games, and financial mathematics.

Le Liang (Member, IEEE) received the B.E.
degree in information engineering from Southeast
University, Nanjing, China, in 2012, the M.A.Sc.
degree in electrical engineering from the University
of Victoria, Victoria, BC, Canada, in 2015, and the
Ph.D. degree in electrical and computer engineering
from Georgia Institute of Technology, Atlanta, GA,
USA, in 2018.

He is with the National Mobile Communications
Research Laboratory, Frontiers Science Center for
Mobile Information Communication and Security,

Southeast University, and also with the Purple Mountain Laboratories,
Nanjing. He was a Research Scientist with Intel Labs, Hillsboro, OR, USA,
from 2019 to 2021. He has been with the National Mobile Communications
Research Laboratory, Southeast University, since 2021. His main research
interests are in wireless communications, signal processing, and machine
learning.

Dr. Liang received the Best Paper Award of IEEE/CIC ICCC in 2014 and
was named an Exemplary Reviewer of the IEEE Wireless Communications
Letters in 2018. He has been serving as an Editor for the IEEE
COMMUNICATIONS LETTERS since 2019. He served as an Associate Editor
for the IEEE JSAC Series on Machine Learning in Communications and
Networks from 2020 to 2022. He has been a member of the Machine Learning
for Signal Processing Technical Committee of the IEEE Signal Processing
Society since 2021. He was a Technical Program Committee Co-Chair of the
18th International Symposium on Wireless Communication Systems in 2022.

Ling Cheng (Senior Member, IEEE) received
the B.Eng. degree (cum laude) in electronics and
information from Huazhong University of Science
and Technology, Wuhan, China, in 1995, and the
M.Ing. (cum laude) and D.Ing. degrees in electrical
and electronics from the University of Johannesburg,
Johannesburg, South Africa, in 2005 and 2011,
respectively.

He joined the University of the Witwatersrand,
Johannesburg, in 2010, where he was promoted to
a Full Professor in 2019. He has been a Visiting

Professor with five universities and the Principal Advisor for over 40 full
research postgraduate students. He has published more than 100 research
papers in journals and conference proceedings. His research interests are in
telecommunications and artificial intelligence.

Prof. Cheng was awarded the Chancellor’s Medals in 2005 and 2019 and
the National Research Foundation ratings in 2014 and 2020. The IEEE ISPLC
2015 Best Student Paper Award was made to his Ph.D. student in Austin. He
serves as the associate editor for three journals. He is the Vice-Chair of the
IEEE South African Information Theory Chapter.

Wenbo Ding (Member, IEEE) received the B.S.
and Ph.D. degrees (Hons.) from Tsinghua University,
Beijing, China, in 2011 and 2016, respectively.

He worked as a Postdoctoral Research Fellow
with Georgia Tech, Atlanta, GA, USA, from 2016
to 2019. He is currently a Tenure-Track Assistant
Professor and a Ph.D. Supervisor with Tsinghua–
Berkeley Shenzhen Institute, Tsinghua Shenzhen
International Graduate School, Tsinghua University,
Shenzhen, China, where he leads the Smart Sensing
and Robotics Group. His research interests are

diverse and interdisciplinary, which include self-powered sensors, energy har-
vesting, and wearable devices for health and soft robotics with the help of
signal processing, machine learning, and mobile computing.

Dr. Ding has received many prestigious awards, including the Gold Medal
of the 47th International Exhibition of Inventions Geneva and the IEEE Scott
Helt Memorial Award. He has been serving as the Editorial Board Member
for the Digital Signal Processing since 2021.

Zhu Han (Fellow, IEEE) received the B.S. degree
in electronic engineering from Tsinghua University,
Beijing, China, in 1997, and the M.S. and Ph.D.
degrees in electrical and computer engineering from
the University of Maryland, College Park, MD,
USA, in 1999 and 2003, respectively.

He was a Research and Development Engineer
with JDSU, Germantown, MD, USA, from 2000
to 2002. He was a Research Associate with the
University of Maryland from 2003 to 2006. He was
an Assistant Professor with Boise State University,

Boise, ID, USA, from 2006 to 2008. He is currently a John and Rebecca
Moores Professor with the Electrical and Computer Engineering Department
as well as with the Computer Science Department, University of Houston,
Houston, TX, USA. His research interests include wireless resource alloca-
tion and management, wireless communications and networking, game theory,
big data analysis, security, and smart grid.

Dr. Han received the NSF Career Award in 2010, the Fred W. Ellersick Prize
of the IEEE Communication Society in 2011, the EURASIP Best Paper Award
for the Journal on Advances in Signal Processing in 2015, the IEEE Leonard
G. Abraham Prize in the field of Communications Systems (Best Paper Award
in IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS) in 2016,
and several best paper awards in IEEE conferences. He is also the Winner
of the 2021 IEEE Kiyo Tomiyasu Award, for outstanding early to mid-career
contributions to technologies holding the promise of innovative applications,
with the following citation: “for contributions to game theory and distributed
management of autonomous communication networks.” He has been a 1%
Highly Cited Researcher since 2017 according to the Web of Science. He
was an IEEE Communications Society Distinguished Lecturer from 2015 to
2018, and has been an AAAS Fellow since 2019 and an ACM Distinguished
Member since 2019.

Authorized licensed use limited to: Tsinghua University. Downloaded on April 07,2023 at 02:51:50 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


